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ABSTRACT

We present axisymmetric two-temperature general relativistic radiation magnetohydrodynamic (GRRMHD) simu-
lations of the inner region of the accretion flow onto the supermassive black hole M87. We address uncertainties from
previous modeling efforts through inclusion of models for (1) self-consistent dissipative and Coulomb electron heating

(2) radiation transport (3) frequency-dependent synchrotron emission, self-absorption, and Compton scattering. We
adopt a distanceD = 16.7 Mpc, an observer angle θ = 20◦, and consider black hole masses M/M� = (3.3×109, 6.2×109)
and spins a? = (0.5, 0.9375) in a four-simulation suite. For each (M,a?), we identify the accretion rate that recovers

the 230 GHz flux from very long baseline interferometry measurements. We report on disk thermodynamics at these
accretion rates (Ṁ/ṀEdd ∼ 10−5). The disk remains geometrically thick; cooling does not lead to a thin disk compo-
nent. While electron heating is dominated by Coulomb rather than dissipation for r & 10GM/c2, the accretion disk
remains two-temperature. Radiative cooling of electrons is not negligible, especially for r . 10GM/c2. The Compton

y parameter is of order unity. We then compare derived and observed or inferred spectra, millimeter images, and jet
powers. Simulations with M/M� = 3.3× 109 are in conflict with observations. These simulations produce millimeter
images that are too small, while the low-spin simulation also overproduces X-rays. For M/M� = 6.2 × 109, both

simulations agree with constraints on radio/IR/X-ray fluxes and millimeter image sizes. Simulation jet power is a
factor 102 − 103 below inferred values, a possible consequence of the modest net magnetic flux in our models.
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1. INTRODUCTION

The supermassive black hole (SMBH) at the center
of the massive elliptical galaxy M87, hereafter simply
M87, has been a classic observational target from the
millimeter to the γ-ray for decades. M87 is a valuable
laboratory for studying radiatively inefficient accretion
flows (RIAF; Ichimaru 1977; Narayan & Yi 1994; Yuan
& Narayan 2014), jet launching, and the phenomenology
of low-luminosity active galactic nuclei (LLAGN), which
dominate the population of local SMBHs (Greene & Ho
2007).

Apart from details of the accretion disk, the appear-
ance of a black hole is set by its mass M and dimension-
less spin parameter a?. The two leading methods for
determining the mass of M87, stellar-dynamical mea-
surements (e.g. Gebhardt et al. 2011, who find M =
6.6 × 109M� for distance D = 17.9 Mpc) and gas-
dynamical measurements (e.g. Walsh et al. 2013, who
find M = 3.5 × 109M�, also for D = 17.9 Mpc) cur-

rently disagree by a factor ≈ 2. Note that in this work
we prefer D = 16.7 Mpc (Blakeslee et al. 2009). The
spin of M87 is uncertain (although see Doeleman et al.

2012 for an argument based on very long baseline inter-
ferometry (VLBI) favoring a? & 0.5).

M87 is detectable at essentially all observed wave-
lengths: the radio (e.g. Hada et al. 2011; de Gasperin

et al. 2012; Doeleman et al. 2012), IR (e.g. Shi et al.
2007; Asmus et al. 2014), optical/UV (e.g. Sparks et al.
1996), X-ray (e.g. Böhringer et al. 2001; Wilson & Yang

2002; Di Matteo et al. 2003), and γ-ray (e.g. Abdo et al.
2009; Abramowski et al. 2012). Constructing broadband
spectra of LLAGN, however, leads to difficulties: (1) dif-
ferent frequency bands use different observational tech-

niques, leading to inconsistent aperture sizes (2) LLAGN
exhibit variability, often on the timescale at which ob-
servations at different frequencies may be performed (3)
The jet of M87 exhibits several bright knots, especially
HST-1 (e.g. Perlman et al. 2011). Prieto et al. (2016)
have addressed these issues for M87, creating an opti-
mal set of contemporaneous measurements that led to
the identification of two states of accretion: quiescence
and outburst. In both cases, the spectrum is nearly flat
and featureless across almost 10 decades in frequency, in
contrast to typical RIAF models, which contain distinct
Compton bumps, at least for a thermal electron distri-
bution function (e.g. Narayan et al. 1998; Mościbrodzka

et al. 2009).
Along with Sagittarius A* (Sgr A*), the Milky Way’s

SMBH, M87 is one of the two event horizons sufficiently
large on the sky for resolved VLBI imaging by the Event
Horizon Telescope (EHT, e.g. Doeleman et al. 2012). Sgr
A* and M87 form a serendipitous pair for studying RI-

AFs. Despite masses and accretion rates (in Eddington
units) differing by several orders of magnitude, and Sgr
A* possibly being nearly edge-on (e.g. Mościbrodzka et
al. 2009; Dexter et al. 2010; Shcherbakov et al. 2012)
while M87 is nearly face-on (e.g. Heinz & Begelman
1997), the two sources have approximately the same
synchrotron peak frequency. Although Sgr A*’s event
horizon is somewhat larger on the sky, particularly if
lower measurements for the M87 mass are correct, M87
remains an attractive target for two reasons: (1) intrin-
sic variability is long compared to the timescale of a
global VLBI observation (2) there is only modest inter-
stellar scattering between Earth and M87, in contrast to
Sgr A* (Bower et al. 2006). Radio VLBI observations of
M87 have already achieved beam sizes of the order of a
few Schwarzschild radii (Doeleman et al. 2012), imply-
ing a compact population of hot electrons near the black

hole, in agreement with previous RIAF models (e.g. Esin
et al. 1997, Mościbrodzka et al. 2009; Yuan & Narayan
2014).

Accretion onto black holes is probably mediated at
least in part by angular momentum transport due to the
turbulent state resulting from the saturation of the mag-

netorotational instability (MRI; Balbus & Hawley 1991).
The magnetic field may also generate long-range correla-
tions in the accretion disk (Guan & Gammie 2011) and
produce jets (Blandford & Znajek 1977). These features

strongly motivate global general relativistic magnetohy-
drodynamic (MHD) models of accretion. As an example
of the importance of general relativity for M87, Dex-

ter et al. (2012) have argued that emission is counterjet
dominated through gravitational lensing, a purely rela-
tivistic effect. Significant progress in modeling RIAFs
has been made through numerical simulations (e.g. De

Villiers et al. 2003; McKinney & Gammie 2004; Narayan
et al. 2012; White et al. 2016), which allow for a self-
consistent treatment of the turbulent stress, as well as
capturing the effects of large-scale components of the
magnetic field (Tchekhovskoy et al. 2011; McKinney et
al. 2012).

At very low accretion rates, ṁ ≡ Ṁ/ṀEdd � 1
(where the Eddington rate ṀEdd ≡ 2.2 × 10−8

(M/M�) M� yr−1, i.e. we adopt a nominal efficiency
η = 0.1), RIAFs are Coulomb collisionless (Mahade-

van & Quataert 1997; Ryan et al. 2017; Sa̧dowski et
al. 2017). Even for such collisionless flows, simple fluid
model closures may be sufficient to accurately evolve
the total fluid (Foucart et al. 2017). However, the elec-
tron thermodynamics are probably set by Larmor-scale
heating and velocity space instabilities (Quataert 1998;
Sironi & Narayan 2015) which are not captured in ideal
MHD. Magnetic reconnection may also play a role in
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electron heating (Rowan et al. 2017), as well as accel-
erating nonthermal electrons (e.g. Sironi & Spitkovsky
2014) which may have observational consequences for
infrared variability and low-frequency radio emission
(Özel et al. 2000; Yuan et al. 2003; Chael et al. 2017).

The generic consequence of electron heating through
kinetic turbulent dissipation is probably hot protons
and somewhat cooler electrons (Quataert 1998). De-
spite the absence of Coulomb collisions, each popula-
tion may nonetheless be approximately thermal due to
kinetic instabilities that feed off distribution function
anisotropies, particularly at higher β ≡ 8πnkBT/B

2

(Kunz et al. 2014; Riquelme et al. 2015; Kunz et al.
2016). The electron heating probably depends on the
local plasma conditions (Howes 2010). While the elec-
tron temperature in RIAF simulations is often set
to a prescribed fraction of the total internal energy
(Mościbrodzka et al. 2009; Drappeau et al. 2013; Chan
et al. 2015; Mościbrodzka et al. 2016), Ressler et al.

(2015) have developed a method to combine advection
and heating based on implicit dissipation in numerical
general relativistic magnetohydrodynamic (GRMHD)
schemes to self-consistently evolve the electron temper-

ature, which we extended to include Coulomb coupling
in Ryan et al. (2017) (see also Sa̧dowski et al. 2017 for
a similar method).

Post-processing of nonradiative GRMHD simulations
is now a standard technique for interpreting LLAGN
observations, particularly for Sgr A* where the ac-

cretion rate is so low that radiative feedback on the
flow dynamics and energetics is negligible (Dibi et al.
2012). GRMHD models, electron physics, accretion
rate, black hole spin, and observer angle are all con-

strained through spectra, variability, polarization, and
imaging (e.g. Mościbrodzka et al. 2009; Dexter et al.
2012; Dolence et al. 2012; Shcherbakov et al. 2012;

Drappeau et al. 2013; Shcherbakov & McKinney 2013;
Mościbrodzka et al. 2014; Chan et al. 2015; Ball et al.
2016; Medeiros et al. 2017; Ressler et al. 2017).

A significant challenge to numerical models of M87
has been the apparent importance of radiative processes
to the thermodynamics of the accretion flow. Previous
efforts applying nonradiative GRMHD simulations to

M87 have had difficulty demonstrating self-consistency
(Mościbrodzka et al. 2011; Dexter et al. 2012). Near
the black hole, both synchrotron emission and Comp-
ton upscattering cool the electrons. More recently,
Mościbrodzka et al. (2016) achieved reasonable radia-
tive efficiencies, but required a proton-to-electron tem-
perature ratio Tp/Te = 100 in the midplane, relatively
high compared to those preferred for unambiguously
nonradiative models (e.g. Sgr A*, Mościbrodzka et al.

2014); for Tp/Te < 40 in the midplane, the M87 mod-
els overproduced X-ray emission. While optically thin
synchrotron emission is easily incorporated, the Comp-
ton y parameter is probably ∼ 1 for M87 (e.g. Dexter
et al. 2012). Compton scattering globally couples the
disk electrons through the radiative transfer equation.
Global GRMHD models with self-consistent radiation
transport are therefore strongly motivated.

The importance of radiative cooling to electron tem-
peratures and observable radiation in RIAFs above
some ṁ has long been recognized (e.g. Esin et al.
1997; Xie et al. 2010; Niedźwiecki et al. 2012). How-
ever, computational expense and algorithmic complex-
ity have restricted the inclusion of radiative transport
into GRMHD calculations. Ohsuga et al. (2009) and
Ohsuga & Mineshige (2011) studied the first global radi-
ation MHD models of accretion disks, using a diffusion

model for radiation transport to demonstrate the an-
ticipated transition from RIAFs to radiation-dominated
thin disks (Shakura & Sunyaev 1973) with increasing ṁ.

Subsequent work used local models for radiative cooling
(Fragile & Meier 2009; Dibi et al. 2012; Wu et al. 2016),
or a fluid model for radiation to yield a general relativis-

tic radiation magnetohydrodynamic (GRRMHD) model
in axisymmetry (Sa̧dowski et al. 2017) and 3D (Sa̧dowski
& Gaspari 2017). Simulations have generally confirmed
the picture of a RIAF perturbed by radiative cooling,

although details of the transition to radiatively efficient
thin disks are still uncertain.

We have developed a numerical method, bhlight, for

solving the GRRMHD equations with a Monte Carlo
method to provide a direct solution to the frequency-
dependent radiative transport equation, including emis-
sion, absorption, and Compton scattering (Ryan et al.

2015). We introduced ebhlight to include the elec-
tron heating scheme of Ressler et al. (2015) with the
Coulomb coupling in Ryan et al. (2017). Surveying ṁ
for M = 108M�, Ryan et al. (2017) found radiative
cooling to be significant for ṁ & 10−5, with high-energy
spectra progressively hardening and previously distinct

Compton bumps merging to form a smooth power-law
tail with increasing ṁ. ebhlight allows us to model op-
tically thin RIAFs in axisymmetry without substantial
approximation to the radiation physics, although our
model remains sensitive to the electron thermodynam-
ics, and to our assumption that the electron distribution
function is thermal.

In this work we study a suite of global axisymmet-
ric GRRMHD ebhlight simulations to interpret time-
averaged spectral and imaging observations of M87. In

Section 2 we describe the governing equations, and in
Section 3 we describe our numerical implementation and
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present a test of our code. Section 4 presents our models
and results. Section 5 discusses these results in the con-
text of current and upcoming observations, and Section
6 concludes.

2. GOVERNING EQUATIONS

bhlight solves the equations of GRRMHD in sta-
tionary spacetimes with frequency-dependent radia-
tive transport. Electron temperatures are evolved self-
consistently according to a plasma-dependent heating
prescription. Photon-electron emission, absorption,
and scattering couple the matter and radiation. In
this section, we adopt units such that GM = c = 1.
Throughout this work, we express lengths in units of
rG ≡ GM/c2 and times in units of tG ≡ GM/c3.

2.1. MHD

The equations of GRMHD for conservation of mass,
energy-momentum, and magnetic flux along with the

no-monopoles constraint (e.g. Gammie et al. 2003) take
the forms, respectively,

∂t
(√−gρ0ut) = −∂i

(√−gρ0ui) , (1)

∂t
(√−gT tν) = − ∂i

(√−gT iν)+
√−gTκλΓλνκ

−√−gRµν;µ,
(2)

∂t
(√−gBi) = ∂j

[√−g (bjui − biuj)] , (3)

∂i
(√−gBi) = 0. (4)

with ρ0 the rest-mass density, uµ the fluid four-velocity,
Γµνλ the Christoffel symbols, the total fluid stress-energy

tensor

Tµν =
(
ρ0 + u+ P + bλbλ

)
uµuν (5)

+

(
P +

bλbλ
2

)
gµν − bµbν ,

bµ the magnetic field four-vector, u the total fluid inter-
nal energy density, P = (γ−1)u the total fluid pressure,
and the radiation stress-energy tensor

Rµν =

∫
d3p√−gpt p

µpν

(
Iν
h4ν3

)
, (6)

(pµ ≡ photon four-momentum, Iν ≡ specific intensity)
the four-divergence of which (Gν ≡ Rµν;µ) gives the ra-
diation four-force applied to the total fluid.

2.2. Two-temperature Thermodynamics

To obtain both proton and electron temperatures, we
solve for the electron entropy in addition to the total
fluid energy as in Ressler et al. (2015). The first law of

thermodynamics for the electrons in a coordinate basis
is

ργe

γe − 1
uµ∂µκe = feQH +QC − uνRµν;µ, (7)

where κe ≡ exp((γe − 1)se) = Pe/ρ
γe
0 (se ≡ electron

entropy), QH and QC are, respectively, dissipative and
Coulomb (Stepney & Guilbert 1983) volumetric heating
rates. The factor fe is a function of local plasma proper-
ties and represents the fraction of total dissipation that
is applied to electrons by the assumed dissipation mech-
anism. Throughout this work we adopt the fe of Howes
2010, which attributes dissipation to kinetic damping
at small scales. This fe leads to dissipation being cap-
tured mostly by ions at high plasma β, and mostly by
electrons at low plasma β. Observables are generally
sensitive to fe; see Chael et al. (2018) for a study of the
effects of varying the fe prescription in GRMHD mod-

els of Sgr A*. The last term in Equation 7 represents
the exchange of energy between photons and electrons.
Once u (Equation 2) and ue (Equation 7) are known, the

proton internal energy is given by up = u−ue; up is not
evolved separately. For our numerical implementation
of Equation 7, see Section 3.3.

Typically in hot accretion disks, the electrons are rel-
ativistic while the protons are nonrelativistic; the two
species thus have different adiabatic indices. We adopt
three constant values: γp = 5/3 for protons, γe = 4/3

for electrons, and γ = 13/9 for the total fluid. This
is probably reasonably accurate in the inner region of
hot accretion flows; see Sa̧dowski et al. 2017 for results

of two-temperature electron heating employing a more
sophisticated treatment of adiabatic indices.

2.3. Covariant Radiation Transport

We solve the radiative transfer equation in invariant
form

d

dλ

(
Iν
ν3

)
=
ην
ν2
− (νχν)

Iν
ν3
, (8)

along geodesics described by

dxµ

dλ
= kµ, (9)

dkλ

dλ
= −Γλµνk

µkν , (10)

where xµ is the spacetime coordinate of a photon, kµ the
corresponding wavevector, and dλ the affine parameter
along the geodesic. ην and χν are the emission and ab-
sorption coefficients, respectively, and include contribu-
tions from scattering. We consider thermal synchrotron

emission and absorption, and Compton scattering.
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3. NUMERICAL METHOD

ebhlight (Ryan et al. 2017) solves the equations of
GRRMHD with frequency-dependent radiation trans-
port. Here we provide an overview of the numeri-
cal implementation, emphasizing the interplay between
the electron thermodynamics (Ressler et al. 2015) and
the radiation. The one-temperature GRRMHD method
bhlight is described in detail in Ryan et al. (2015).

3.1. GRMHD

ebhlight’s fluid sector is based on the GRMHD
scheme harm (Gammie et al. 2003). harm is a relativis-
tic second-order explicit shock-capturing scheme for sta-
tionary spacetimes. Magnetic monopoles are suppressed
to roundoff error through flux-interpolated constrained
transport (Tóth 2000).

The radiation four-force, the cumulative representa-

tion of emission, absorption, and scattering (equiva-
lently, the divergence of the radiation stress-energy ten-
sor), is applied in a first-order operator-split fashion to
the total energy and momentum of the MHD sector.

While this is inferior to the second-order accuracy else-
where in the GRMHD sector, ebhlight is designed for
RIAF problems for which the radiative cooling time is

long compared to the timestep.
ebhlight uses an axisymmetric implementation of

harm. Accretion disks around black holes are nearly ax-
isymmetric on large scales, at least in the absence of disk

tilts and strong vertical magnetic flux. However, the
magnetorotational turbulence responsible for accretion
in our simulations is changed qualitatively by axisym-

metry. In particular, at least two pathologies appear:
(1) in the absence of net fields, turbulence decays due
to the antidynamo theorem (2) power in 2D MHD tur-

bulence cascades toward larger scales. In practice these
effects limit our simulation runtime. Guan & Gammie
(2008) studied magnetorotational turbulence in an ax-
isymmetric local model. They found that turbulence de-
cays on a timescale tD ∼ 20Ω−1 (note that tD ∼ 600tG
at r = 10rG) and increases in amplitude with numerical
resolution. In addition, axisymmetry washes out nonax-
isymmetric structures, which have been shown to give
rise to observable variability in Dolence et al. (2012).

However, the resolution dependence identified by
Guan & Gammie (2008) can be used to tune the stress in

axisymmetric simulations. Existing global simulations
suggest that a good resolution to recover 3D stresses
in axisymmetric models occurs between 2562 and 5122

zones with a harm-like mesh refinement. For example,
compare the accretion rate of the 2562 axisymmetric
fiducial model of McKinney & Gammie (2004) to the
accretion rate of the 192 × 192 × 128 disk simulation

in Shiokawa et al. (2012); over the common time do-
main, the accretion rates are within a factor of a few.
Additionally, early work modeling Sagittarius A* with
GRMHD simulations (Mościbrodzka et al. 2009) was
performed in axisymmetry; differences with subsequent
3D simulations may be dominated by choice of electron
temperature prescription rather than internal stresses
(see e.g. Mościbrodzka & Falcke 2013 for a direct com-
parison to Mościbrodzka et al. 2009).

Here we conservatively consider spectra, millimeter
image sizes, and jet powers. Observables such as vari-
ability and more detailed imaging, along with alterna-
tive disk models incorporating tilt and strong polodial
magnetic fields, are best left to 3D simulations. Finally,
in an attempt to further suppress errors introduced by
axisymmetric fluid evolution, we initialize our simula-
tions from axisymmetrized final states of 3D GRMHD

simulations (see Section 4.1 for details).

3.2. Radiation

The radiation field is discretized into Monte Carlo
samples, hereafter “superphotons,” based on the rela-

tivistic radiative transfer scheme grmonty (Dolence et
al. 2009). Each superphoton possesses the usual prop-
erties of a photon (position xµ, wavevector kµ) along

with a weight w corresponding to the number of con-
stituent photons. In contrast to grmonty, each super-
photon is emitted with equal total energy, i.e. hνw =

const (Abbott & Lucy 1985), which tends to provide
the highest accuracy at fixed computational expense for
Monte Carlo radiation hydrodynamics. The radiation
boundary is typically further in than the fluid bound-

ary. This allows us to place the outer boundary of
GRMHD evolution far from the black hole to avoid spu-
rious fluid boundary effects while avoiding the compu-

tational expense of integrating large numbers of super-
photons along nearly straight geodesics through regions
with negligible radiation-matter interactions.
ebhlight integrates superphotons along geodesics us-

ing a second-order explicit step on the fluid timestep.
Although our second-order scheme requires only one
evaluation of the Christoffel symbols per geodesic up-

date, in practice this is the dominant computational cost
in accretion disk simulations.

Superphotons are created by sampling the total emis-
sivity of the plasma in the fluid frame over frequency
and angle. ebhlight is physics-agnostic in this regard.
While we have implemented the thermal electron syn-
chrotron emissivity of Leung et al. (2011), new emissiv-
ities are readily introduced.

Absorption and scattering are incorporated proba-
bilistically. Following integration along geodesics, op-
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tical depths to absorption and scattering are calculated
based on the traversed affine parameter ∆λ. These op-
tical depths are sampled to determine if an interaction
has taken place, and if so whether it was absorption or
scattering. If so, the superphoton is pushed back along
its geodesic to the site of the interaction and the inter-
action is processed. For absorption, the superphoton is
completely absorbed. For scattering, a bias parameter
is used such that superphotons are scattered more fre-
quently, but only with a fraction of their weight w. This
process generates an additional superphoton for each bi-
ased scattering, and greatly enhances resolution in the
radiation field when the optical depth to scattering is
small but the amplification factor due to scattering is
large.

The desired number of superphotons per MPI process
is specified as a runtime parameter in ebhlight. Super-
photon resolution (i.e. weight w) is controlled dynami-
cally in two ways so as to recover this desired number of

superphotons in a time-averaged sense. First, the energy
per superphoton is adjusted to control the emitted num-
ber of superphotons, based on the difference in emitted
and absorbed superphotons relative to the light crossing

time of the radiation region. Second, the scattering bias
is adjusted such that each emitted superphoton scatters
approximately once. With less frequent scattering, res-

olution is lost at higher photon frequencies. With more
frequent scattering, the numerics go critical, analogous
to a fission reactor meltdown.

The usual signature of insufficient superphoton reso-
lution for our RIAF models is “supercooling,” in which
superphoton weights are too large to accurately sample
emission and scattering; there are too few interactions

per cooling time. Zones may then be cooled to negative
internal energies, which after GRMHD fixup routines
results in energy nonconservation, or at least spurious

electron heating. We monitor supercooling to ensure
that this anomalous energy is not a significant part of
the radiation energy budget, i.e. that we have a suffi-
cient number of superphotons per MPI process and a
sufficient number of MPI processes. Supercooling could
also result from local cooling timescales shorter than
the global simulation timestep. Although we do not en-
counter such short cooling timescales in our target ap-
plication, implicit Monte Carlo methods (e.g. Roth &
Kasen 2015) have been developed to address this issue.

3.3. Electron Thermodynamics

We model the electron temperature with the self-
consistent electron heating scheme of Ressler et al.
(2015). Dissipative heating in ideal MHD schemes such
as harm is present as grid-scale truncation error. Here

we evaluate that heating by advecting the total entropy
of the fluid simultaneously with the traditional harm up-
date of conserved mass, energy, and momentum. After
the step, the advected and evolved total entropies are
compared; this difference is the heating rate. A fraction
of this heating, evaluated based on the local plasma pre-
scription of Howes (2010), is then applied the electron
entropy, which is itself advected and which provides the
electron temperature. Rather than depositing the re-
maining fraction of heating in a proton internal energy
variable, we simply evaluate the proton energy as the
total internal energy minus the electron internal energy.

In ebhlight, the electron entropy variable provides
the electron temperature used in evaluating emissivi-
ties, absorptivities, and scattering events. In addition,
the radiation exchanges energy directly with this elec-
tron entropy, rather than with the total fluid internal

energy. We apply the timelike component of the radi-
ation four-force in the comoving frame, uµGµ, to the
electron entropy in a similar first-order operator split

fashion as we apply Gµ to the total fluid stress-energy
tensor.

We now also include Coulomb heating as a second-

order operator-split explicit update to the electron en-
tropy. Evaluating electron and proton temperatures
from the total fluid internal energy and the electron en-
tropy, we calculate the Coulomb heating rate of Stepney

& Guilbert (1983). We then update the electron entropy
in accordance with this heating; the total internal energy
is unchanged.

We now summarize the entire heating process over a
timestep. First, total dissipation is captured by differ-
encing the total entropy evaluated at the initial state
and advected to the final state, and the total entropy

evaluated from the final state. The Howes (2010) pre-
scription determines what fraction of this dissipation is
applied to the electron entropy variable. The updated

proton internal energy, which is only needed for evalu-
ating the Coulomb interaction rate, is then known from
the updated total and electron internal energies. Fi-
nally, energy is added to or subtracted from the electron
entropy variable according to the Coulomb interaction
rate, without changing the total internal energy.
harm-like codes require fixup routines, which enforce

minimum densities of rest mass and energy, to avoid
instability during the fluid integration. Similar fixup
routines are used for the electron entropy by Ressler et
al. (2015). Our inclusion of Coulomb heating, which
requires positive proton and electron temperatures, mo-
tivates somewhat different fixup routines than those in
Ressler et al. (2015). In particular, we enforce the ratio

of proton-to-electron temperature (Tp/Te)min > 0.01. In
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the radiation sector, we enforce Θe ≡ kBTe/mec
2 <

1000 to avoid failures in sampling Compton scatter-
ing. Additionally, we forbid radiation interactions in
the highly magnetized funnel region (b2/ρ > 1), where
harm-like total energy codes cannot accurately represent
even total fluid thermodynamics.1

3.4. Numerical Verification: e-p-γ Thermalization

We now present a test verifying our implementation,
emphasizing Coulomb coupling and electron-photon in-
teractions. Additional tests of the electron heating and
radiation MHD sectors may be found in Ressler et al.
(2015) and Ryan et al. (2015). We consider a one-
zone model for the thermalization of electrons, protons,
and photons. Electrons and protons interact through
Coulomb collisions, while (only in this test) electrons
and photons interact through a bremsstrahlung-like

emissivity,

jν = NnenpT
−1/2
e exp

( −hν
kBTe

)
, (11)

where ne = np are the electron and ion number densities
and N = 5.4 × 10−39 cm3 K1/2 s−1 Sr−1 Hz−1. Ther-
mal absorption is included. This test is similar to the
thermalization problem in Sa̧dowski et al. (2017), ex-

cept that we consider the full multifrequency problem
through a frequency-dependent opacity.

We set the mass density ρ = 2×10−4 g cm−3 and ini-

tial proton and electron temperatures Tp,0 = 108 K and
Te,0 = 107 K. No radiation is present initially. We set
the Coulomb logarithm log Λ = 0.01 (present in Qcoul)
to enforce comparable Coulomb and emission timescales
for an equilibrium temperature at which the radiation
pressure does not overwhelm the gas pressure. We set
γ = 13/9, γe = 4/3, and γp = 5/3.

1 At least within the GRMHD model, densities in the funnel
region seem to have no lower limit; material either falls onto the
black hole or is ejected to infinity, and the funnel wall itself is ap-
parently stable to long-wavelength instabilities, at least for steady
dipolar fields and an ideal fluid (McKinney & Blandford 2009).
As a result, densities in the funnel are usually set by the numeri-
cal floor required for stability. Without additional physics such as
pair production (e.g. Mościbrodzka et al. 2011), our model con-
strains us to suppose that densities in the funnel are too low to
lead to significant radiation.
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Figure 1. Proton, electron, and radiation temperatures for
the thermalization test, along with relative errors. Solid lines
denote the ebhlight solution, while dashed lines give the
semianalytic solution. Relative error is small, and at late
time is dominated by Monte Carlo noise.

We construct a semianalytic solution by solving the

integro-differential equations

dTe
dt

=
γe − 1

nekB

(
Qcoul −

∫
dν
duν
dt

)
, (12)

dTp
dt

= −γp − 1

npkB
Qcoul, (13)

duν
dt

= 4πjν(Te)

(
1− cuν

4πBν(Te)

)
, (14)

where the specific radiation energy density uν is dis-
cretized over frequency. We compare numerical output

with this semianalytic solution in Figure 1, and find
good agreement.

4. RESULTS

We set out to model M87 for several parameter choices
in order to identify which, if any, are consistent with ob-
servations. Our simulations are the four combinations
of black hole masses M/M� = (3.3 × 109, 6.2 × 109)
and spins a? = (0.5, 0.9375). We assume a distance
D = 16.7 Mpc (Blakeslee et al. 2009). The accretion
rate is iterated until we recover the 230 GHz flux mea-
sured for M87 from Doeleman et al. (2012), who found
Fν,230 GHz = 0.98±0.04 Jy. Of all the observed frequen-
cies, this is probably the best choice for normalizing our
models. The source is probably optically thin at 230
GHz; 230 GHz synchrotron emission is dominated by

relativistic electrons near the black hole (as opposed to
IR and X-ray emission, which may have contributions
from outside our simulation domain), and Doeleman et
al. (2012) demonstrated that at least some of this emis-
sion originates in a from a compact region at r . 10rG.
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The observer inclination angle is fixed at θ = 20◦ (e.g.
Heinz & Begelman 1997)2.

4.1. Initial conditions

We use the horizon-penetrating Modified Kerr-Schild
coordinates of McKinney & Gammie (2004), with θ-
refinement parameter h = 0.3. We adopt a spatial res-
olution of 388 × 256 zones. We target ∼ 107 superpho-
tons at saturation. The inner boundary is placed such
that five zones (one fluid reconstruction stencil) are in-
side the event horizon, while the outer fluid boundary
is placed at 200rG. The outer radiation boundary is
set to 40rG for M/M� = 6.2 × 109 and 100GrG for
M/M� = 3.3×109, beyond which radiative interactions
are negligible in our model (there are radiative contribu-
tions at larger radii for M/M� = 3.3× 109 simulations;
see Table 1). The larger outer radiation boundary in

M/M� = 3.3× 109 contributes to the decreased signal-
to-noise in Figure 5.

We initialize our torii using axisymmetrized 3D data

from two 3D two-temperature GRMHD simulations
(a? = 0.5 and a? = 0.9375, otherwise similar) run for
10, 000 tG. This allows the electron temperatures to sat-
urate due to dissipative heating through a larger region

of the disk (r . 12rG) than is possible with the lim-
ited runtimes available in axisymmetric models. Fluid
mass, internal energy, and velocity, along with electron

entropy, are averaged in φ, while the magnetic field is
first converted to a magnetic vector potential, which is
averaged in φ and then differentiated to recover an ax-

isymmetric divergence-free magnetic field. No radiation
is present initially, and the radiation field and super-
photon number density equilibrate on the light crossing
time. Each simulation is run for 1000 tG; time averages

are begun at 600 tG, by which time bolometric luminos-
ity L and radiative efficiency ε are relatively steady (see
Figure 2).

To first approximation, the saturated state of mag-
netorotational turbulence is determined by one param-
eter, the net vertical field strength (e.g. Salvesen et al.

2016a,b). The magnetic field configuration in our mod-
els is set by the poloidal flux in the initial conditions
of the 3D simulations. In our models this flux is rela-
tively weak (that is, we are simulating a SANE rather
than a Magnetically Arrested Disk (MAD) flow; see e.g.
Narayan et al. 2012 for a comparison). As a conse-
quence, the polar jets are relatively weak as well; see

2 Dexter et al. 2012 found, for millimeter images of M87 derived
from GRMHD simulations, that decreasing θ caused images to be
more ring-shaped and less Gaussian. Image size was less sensitive
to θ.

Section 5.2 for a discussion of the effects of stronger net
vertical fields on observable quantities.

We set the accretion rate from the scale-free GRMHD
evolution by fixing the black hole mass and then the
mass of the accretion disk. The accretion rate for which
the time-averaged 230 GHz flux agrees with the EHT
result is determined by root finding. For each mass and
spin, ebhlight simulations are performed in sequence
at different ṁ until the simulation and EHT Fν,230 GHz

agree to within 5%, roughly the error reported by Doele-
man et al. (2012). This fully specifies the accretion disk
for each mass and spin.

4.2. Diagnostics

We employ weighted shell averages 〈f〉w such that

〈f〉w =

∫
fw
√−gdx2dx3∫

w
√−gdx2dx3 . (15)

We use similar notation to denote unweighted averages
inside a maximum radius rout:

〈f〉rout =

∫ rout f√−gdx2dx3∫ rout √−gdx2dx3 ; (16)

see the appendix in Farris et al. 2010 for a discus-
sion of the transformation properties of integrals over√−gdx2dx3. For quantities representing ratios (Tp/Te,

β, Qcoul/Qvisc, t∗ ≡ u∗/Q∗), 〈A/B〉 implies 〈A〉/〈B〉.
We do this so that isolated, small values of the denomi-
nators do not overly bias the averages.

We define a disk aspect ratio H/R = tan θd, where we
follow McKinney et al. (2012) and define

θ2d ≡ 〈(θ − θ0)2〉ρ, (17)

with θ0 = 〈θ〉ρ. Additionally, we define an accretion rate

Ṁ = −
∫
ρu1
√−gdx2dx3, (18)

and a bolometric luminosity

L = −
∫
R1

0

√−gdx2dx3, (19)

with a corresponding radiative efficiency ε ≡ L/Ṁ .
Here, L and Ṁ are evaluated at the outer radiation and
inner fluid radial boundaries, respectively, and ε there-
fore contains a delay corresponding to the light crossing
time and ignores the effects of outflows. R95 ≡ the ra-
dius inside of which 95% of the bolometric luminosity is

generated.
We compute jet power by integrating internal en-

ergy and electromagnetic fluxes in the jet region where
b2/ρ > 1,

PJ =

∫ [(
γu+ b2

)
u1u0 − b1b0

]√−gdx2dx3 (20)
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Figure 2. Accretion rate, luminosity, and radiative effi-
ciency as a function of time for all models.

This procedure omits any fluxes outside the Poynt-
ing jet (e.g. Blandford & Payne 1982). This integral
is performed over spherical shells and averaged over

r ∈ [20, 40]. Averaged quantities for our simulations
are summarized in Table 1.

4.3. Intrinsic Model Properties

Our models, at ṁ ∼ 10−5, occupy an interesting range
of accretion rates, and at black hole masses somewhat

higher than the low-spin (a? = 0.5), M/M� = 108 black
hole considered in Ryan et al. (2017). Therefore, in this
section we elaborate on the thermodynamic state of the
accretion disk in our models. Note that care should be

taken in extracting trends with mass and spin from this
simulation suite, as the accretion rate for each simula-
tion is set by the 230 GHz flux.

Accretion rate (in Eddington units), luminosity, and
radiative efficiency are shown as a function of time for all
models in Figure 2. For the black hole masses and spins
considered here, ṁ varies by a factor ∼ 20 across models.
Radiative efficiency, on the other hand, varies by . 4.
While axisymmetry probably enhances the variability
of GRMHD simulations, there is no dramatic secular

trend in ṁ, L, or ε over our time integration window
(600/tG < t < 1000tG).

Time-averaged density, radiation to gas pressure ra-
tio βR ≡ R00/(3Pg) where R00 is evaluated in the
fluid frame, dimensionless electron temperature Θe, and
proton-to-electron temperature ratio Tp/Te from M6a05

are shown in Figure 3. Despite cooling, for this accre-
tion rate and runtime the ions in the torus continue to
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Figure 3. Azimuthal slices of time-averaged density, radi-
ation to gas pressure ratio βR ≡ Pg/R

(0)(0) where R(0)(0)

is evaluated in the comoving frame and Pg is the total gas
pressure, electron temperature, and proton-to-electron tem-
perature ratio for simulation M6a05. Dashed lines denote the
boundary of the magnetized funnel, where b2/ρ > 1.

resemble a nonradiative hot, geometrically thick accre-
tion flow. Consistent with the pure GRMHD calcula-
tions of the self-consistent electron heating of Ressler et
al. (2015), midplane electrons are generally cold while
coronal electrons are hot. Notice however that the inclu-
sion of Coulomb heating in this model enhances electron

temperatures preferentially in the midplane, where col-
lision times are shorter. The variable two-temperature
nature of the flow is shown explicitly in the spatial de-
pendence of Tp/Te, which is approximately unity at the
funnel wall and ∼ 10− 30 in the midplane.

Figure 4 shows time-averaged radial profiles from
all simulations. To interpret the role of radiation
physics, we have performed nonradiative (hereafter
‘GRMHD’) simulations at the two spin values from
our axisymmetrized 3D data. Notice that black hole

mass and accretion rate have no meaning in scale-free
GRMHD simulations. Except for disabling radiation
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Label ṁ ε 〈Θe〉J Lem/Lsc 〈Qcoul〉10/〈Qvisc〉10 〈H/R〉10 R95 (rG) PJ (erg s−1)

M3a05 2.2× 10−5 1.6× 10−2 5.1 0.33 0.03 0.26 67 2.3× 1040

M3a09 8.2× 10−6 2.4× 10−2 8.7 0.75 0.04 0.32 88 5.0× 1041

M6a05 9.2× 10−6 6.7× 10−3 9.3 1.4 0.013 0.26 31 1.6× 1040

M6a09 5.2× 10−6 1.2× 10−2 14 1.5 0.024 0.32 12 5.1× 1041

Table 1. For each simulation, time-averaged fluid and radiation quantities: accretion rate, radiative efficiency, emissivity-
weighted electron temperature, ratio of emitted and scattered photon contributions to bolometric luminosity (roughly the
inverse of Compton y), ratio of Coulomb to dissipative heating inside r = 10rG, disk thickness averaged inside r = 10rG, radius
of region contributing to luminosity, and jet power.

and Coulomb physics, all simulation properties are iden-
tical for GRMHD and GRRMHD simulations at each
spin.

The top left panel of Figure 4 shows the scaleheight
H/R for each simulation relative to the equivalent
GRMHD simulation. Evidently H/R changes by . 5%,

and only near the black hole. Radiative losses do not
change the accretion flow geometry. In particular, there
is no development of a thin, radiatively efficient disk

anywhere in our simulations.
The top right panel of Figure 4 shows the ratio

of Coulomb and turbulent heating for electrons. For
r & 10rG, Coulomb interactions dominate the electron

heating. Note that for simulations with a? = 0.9375,
Coulomb heating over (plasma β-dependent) dissipative
heating is an order of magnitude higher than in simu-

lations with a? = 0.5 for r . 10rG. This is likely a
consequence of the change in radius of the innermost
stable circular orbit with spin, which in turn influences

the accretion disk magnetization out to some radius.
Figure 4 also shows proton and electron temperatures

relative to their respective GRMHD simulations. Pro-
ton temperatures decrease relative to GRMHD values

by . 10% very close to the black hole, and . 10% at
larger radii. For r & 10rG, the small change in H/R
combined with the ∼ 5 − 10% drop in Θp implies the

disk is receiving more electron pressure support at these
radii in GRMHD models.

Electron temperatures vary significantly between ra-
diative and GRMHD models. Near the black hole, mean
electron temperatures are a factor ∼ 2− 3 lower than in
similar nonradiative models. For r & 10, however, elec-
trons are a factor ∼ 5−10 hotter than in similar models
that neglect Coulomb coupling. Note, however, that in
the absence of fully developed turbulence far from the
black hole in these simulations, dissipative heating is
suppressed in this region. Therefore, despite the greatly
enhanced electron heating for r & 10, 〈Tp/Te〉 is always
& 20 in this region.

When recording superphotons at the outer radiation

boundary, we record whether they have undergone scat-
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Figure 4. Clockwise from top left: H/R, ratio of
Coulomb to dissipative heating, dimensionless electron tem-
perature Θe, and dimensionless proton temperature Θp ≡
kBTp/(mpc

2). H/R, Θe, and Θp are shown relative to the
same quantities from equivalent nonradiative GRMHD sim-
ulations. Dashed lines correspond to no change between the
radiative and nonradiative models. Qcoul/Qvisc is boxcar av-
eraged for clarity.

tering events. Assuming large Compton amplification
factors, i.e. Θe & 1, we can calculate the Compton y
parameter, the relative importance of Compton scatter-
ing to photon emission. Total luminosity is related to
luminosity from emission by L ∼ Lem(1 + y). Table 1
reports Lem/Lsc, roughly 1/y, for each model. Comp-
ton y ranges from ∼ 0.6 to 3; Compton scattering is an
important contribution to the total luminosity, and to

radiative cooling.
The jet power PJ is given in Table 1. All our simula-

tions yield approximately PJ ∼ 1040 − 1041 erg s−1.
These jet powers correspond to jet efficiencies ∼
0.02% − 2%, far below the ∼ 100% efficiencies seen
in rapidly spinning, strongly magnetized GRMHD sim-
ulations (Tchekhovskoy et al. 2011).
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4.4. Spectra

We now return to comparing simulated and observed
quantities for M87. We first consider flux across the
observed electromagnetic spectrum. The millimeter flux
is fixed by EHT measurements, which resolve the source
to within the computational volume we consider here
(Doeleman et al. 2012). Lower frequency measurements
are from progressively larger structures due to increasing
optical depth to synchrotron self-absorption.

The next lowest-frequency data comes from IR and
optical observations (Prieto et al. 2016). These measure-
ments have an angular resolution ∼ 0.15′′; for a black
hole mass M = (3.3×109, 6.2×109); this corresponds to
a radius r = (7.7×104, 4.1×104)rG, outside our simula-
tion volume. X-ray data has a slightly lower resolution,
∼ 0.4′′. With these angular resolution, flux from the
brightest M87 jet knot, HST-1, is excluded.

We cannot guarantee that we are capturing the emis-
sion region for frequencies outside of ∼ 230 GHz. Spec-

tra from our ebhlight models are thus best interpreted
as lower limits on the emission; while larger radii may
contribute to the luminosity, optical depth is low past
the synchrotron peak. R95, the radius inside of which

95% of the luminosity is generated, for our models is
always contained by the radiative region of each simula-
tion. However, our models may not be in equilibrium at

large radius, and do not include bremsstrahlung emis-
sion, which may contribute, especially in the X-ray, far
from the black hole.

Spectra are taken directly from ebhlight simulations
by recording superphotons crossing the outer radial ra-
diation boundary, binned in elevation θ. For M87, we
consider the bin closest to the polar axis, correspond-

ing to angles . 35◦ from the polar axes, averaged about
the midplane. The time-averaged result for all models
is shown in Figure 5. Also shown are quiescent state
observations from Prieto et al. (2016), given for 0.15′′

and 0.4′′ maximum angular resolutions.
While all models recover similar millimeter slopes

broadly consistent with high angular resolution mea-
surements, no model reproduces both the optical/IR and
X-ray data simultaneously. In this regard M3a09 is the
most successful, producing the most flux in both bands

without excluding itself. However, it still underproduces
the IR by over an order of magnitude. We find agree-
ment between simulation and high-resolution observa-
tions down to ∼ 43 GHz, but at lower frequencies our
models underpredict the observed flux.

Our models do not produce much γ-ray flux, which
may in any case be dominated by emission from HST-1.
In addition, we do not include nonthermal electrons; a
power-law tail extending to high electron energies may
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Figure 5. Time-averaged face-on spectra for all models.
Data points taken from quiescent period measurements in
Prieto et al. (2016) (P16). Triangles show observations for
angular resolutions ≤ 0.4′′, while squares show observations
for angular resolutions ≤ 0.15′′.

be responsible for extreme Compton scattering events
and higher energy synchrotron emission.

4.5. Imaging

We used escaping superphotons binned in angle to

evaluate Fν,230 GHz for the purpose of choosing ṁ to
recover the EHT flux (Doeleman et al. 2012). Im-
ages, however, are created with post-processed ray trac-

ing along particular lines of sight (Noble et al. 2007).
Throughout, for imaging we set θ to either 20◦ or 160◦.
Images are calculated with 1024×1024 pixels and a 70 rG
field of view. We adopt a position angle, measured coun-

terclockwise from the vertical direction in millimeter im-
ages, of 288◦ (Reid et al. 1982). For generating images,
we arbitrarily choose a timeslice and θ = (20◦, 160◦)
for each simulation at which imaging-derived flux agrees
with the EHT flux to within a few percent. These times
and θ are given in Table 2.

230 GHz images are shown in Figure 6. The size of
the event horizon on the sky (the black hole shadow)
is proportional to the black hole mass. Note that the
relative brightness of the upper or lower half-plane (set
by our choice of θ) is not a prediction of our model;
the orbital angular velocity of the accretion disk may be
pointed either toward or away from the observer.

We calculate the contribution from the counterjet by
setting emissivities (but not absorptivities and rotativ-
ities) to zero above and below the disk midplane (rela-
tive to the observer) to capture counter and forward jet
contributions, respectively. The ratio of intensity pro-
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Label t/M θ fCJ σG,maj (µas) σG,min (µas) ṁ1/2m−1/2 ∝ νs
M3a05 850 20◦ 25% 14.2 12.4 8.2× 10−8

M3a09 700 160◦ 70% 12.6 8.5 5.0× 10−8

M6a05 705 20◦ 34% 16.6 8.7 3.9× 10−8

M6a09 745 160◦ 81% 14.1 5.7 2.9× 10−8

Table 2. Chosen times, inclination angles, counterjet fractions, standard deviations along major and minor axes of 2D Gaussian
fits to millimeter images, and approximate relative synchrotron frequencies (see Section 4.5).
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Figure 6. 230 GHz images from each model, evaluated at
times for which the image-derived flux is nearly the value
measured by the EHT (0.92 Jy; Doeleman et al. 2012). Color
scheme is common to all panels. Also shown are 1/e contours
of the best-fit 2D Gaussians.

duced below the midplane to total intensity gives the

counterjet fraction fCJ, which is also given in Table 2.
Counterjet fraction increases with both mass and spin.

Increased black hole spin increases the counterjet frac-

tion in our models by a factor ∼ 3. The sense of this
effect is expected; higher spin means more emission at
smaller r, where gravitational lensing is stronger. Our
a? = 0.5 models show only a ∼ 30% counterjet con-
tribution to millimeter flux. In agreement with Dexter
et al. (2012), who study an a? = 0.92 GRMHD model
of M87, our high-spin models are counterjet dominated.
Increased black hole mass (equivalently, decreased accre-
tion rate) increases the counterjet fraction by a factor
∼ 10− 20%.

Figure 6 also shows contours of least squares 2D Gaus-

sian fits to the millimeter images. The major and
minor axes, σG,maj and σG,min, are given in Table 2.
These Gaussians vary from nearly circularly symmetric
to heavily skewed; the eccentricity e ≡ 1−σG,min/σG,maj

varies from 0.13 for M3a05 to 0.60 for M6a09. e increases
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Figure 7. Visibilities calculated from 230 GHz images. Im-
ages from high-mass black holes are somewhat larger on the
sky, while those form low-mass black holes are more rota-
tionally symmetric.

with both mass and spin, and is probably at least par-

tially associated with enhanced counterjet fraction; off-
set circular bands of emission will be partially clipped by
the black hole shadow when produced by the counterjet.

Images derived from M3a05 and M3a09 simulations in
Figure 6 are more rotationally symmetric than those
from the higher black hole mass M6a05 and M6a09

simulations. While we cannot strongly constrain im-
age variability in this work (we present only one im-
age per simulation), at fixed 230 GHz flux we expect
rounder images at lower black hole mass. Our syn-
chrotron emissivity (Leung et al. 2011) contains a fac-
tor exp(−(ν/νs)

1/3), where the synchrotron frequency
is νs ∼ ṁ1/2m−1/2 for both the ADAF (Narayan & Yi

1994) and CDAF (Quataert & Gruzinov 2000) models
with constant plasma β. For our simulations (with fixed
230 GHz flux), we have, roughly, ṁ ∼ m−1 (see Table
1); νs is larger in M3a05 and M3a09 than in M6a05 and
M6a09 (see Table 2). For larger νs, the τ = 1 surface
moves further out in radius, relativistic effects will be
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Figure 8. Visibilities from EHT observations (errorbars;
Doeleman et al. 2012) and ebhlight models (squares) for
the same baselines. EHT measurements were taken over the
course of three days, designated as black, red, and blue, re-
spectively. M6a05 shows good agreement with the available
data.

less apparent in images, and images will therefore more

closely reflect the symmetries of the accretion flow.
Figure 7 shows visibility maps corresponding to the

images in Figure 6. The black hole shadow (smaller in
the low-mass models) is clearly visible in all cases as

zeroes in the visibilities. However, the low-mass mod-
els are nearly rotationally symmetric, whereas the high-
mass models show a strong asymmetry.

We compare to the measured EHT visibilities in
Doeleman et al. (2012) in Figure 8 by extracting
fluxes from our measured visibilities at the same base-
lines. These observations were taken over the course

of three days (about 16 and 8.5 tG for black hole
masses M/M� = 3.3 × 109 and 6.2 × 109, respec-
tively; note, however that our simulated visibilities are
each calculated at a single simulation timeslice). These
EHT baselines are clustered in short and long baseline
groups; for black hole masses M/M� = (3.3 × 109,
6.2 × 109), the short baselines (∼ 600Mλ) probe struc-
tures with radii ∼ (90rG, 47rG) while the long baselines
(∼ 3000Mλ) probe structures with radii ∼ (18rG, 9rG).
All simulations do a reasonable job of reproducing the

short-baseline fluxes. The low-mass simulations, how-
ever, overproduce flux at longer baselines; these im-
ages are too small, at least for our electron physics
model. M6a09 overproduces flux at the longest baselines

and marginally underproduces at short baselines, while
M6a05 agrees well.

5. DISCUSSION

We have used ebhlight simulations to study the inner
region of M87’s accretion flow. We have chosen mass ac-
cretion rates to recover the 230 GHz flux of Doeleman et
al. (2012), and then tested synthetic observations from
these simulations against fluxes at other wavelengths
and interferometric imaging, as well as comparing mea-
sured and inferred jet powers. The low-mass, low-spin
M3a05 simulation significantly overproduced X-ray emis-
sion. IR/optical emission is uniformly underproduced
in our models. A strong constraint comes from the re-
solved millimeter visibilities of Doeleman et al. (2012),
which are relatively insensitive to both the observational
confusion and systematic uncertainties in our models.
These observations are inconsistent with the compact
emission from both low-mass models, M3a05 and M3a09.

The M6a09 millimeter image was slightly too small, al-
though with only marginal significance. M6a05 generally
agreed well with spectral and imaging constraints. All
our models significantly underproduce the jet power in-

ferred from observations. Despite uncertainties, multi-
ple techniques for inferring the jet power, such as VLBI
observations of the radio core (e.g. de Gasperin et al.

2012 and internal pressure in a reconfinement shock
(e.g. Stawarz et al. 2006), recover a similar jet power
PJ ∼ 1043 − 1044 erg s−1.

Our study prefers the high-mass, low-spin model
M6a05. While one or both of M3a05 and M3a09 dis-
agree with one or more observational constraints, M6a05
is only marginally preferable to M6a09 and our study

does not provide much ability to constrain black hole
spin. We now turn to future directions, particular in
the context of uncertainties in this work.

5.1. Multifrequency Observations

We find that high spin leads to more distinct Compton
bumps, whereas low-spin models are nearly power laws
between synchrotron emission and the high-frequency
cutoff. This conclusion is probably sensitive to our as-
sumption of a thermal electron distribution function.
Although resolving the inner ∼ 100rG of M87 is chal-
lenging at these wavelengths, additional frequency mea-
surements filling out the spectrum could help constrain
the spin of M87 by identifying or ruling out Compton
bumps.

We now focus on the low-frequency radio slope, for

which we prefer the high angular resolution values in
Prieto et al. (2016). Below ν ∼ 1010 Hz, our models
underpredict the observed fluxes. This may be a con-
sequence of our limited domain size, lack of nonthermal
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particles, and/or issues with anomalous numerical cool-
ing of electrons near the funnel wall. See Ressler et al.
(2017) for a discussion of the radio slope in models with
self-consistent electron thermodynamics.

Our models underpredict the NIR/optical flux (apart
from M3a05, which has an inconsistent spectral shape at
these frequencies). Prieto et al. (2016) used an extrap-
olation method to remove background starlight. How-
ever, the observed fluxes at these frequencies could still
be dominated by a radiation mechanism other than
Compton upscattering in the inner ∼ 100rG. Dust emis-
sion, a stellar population, and nonthermal synchrotron
could all play some role, although we will not speculate
further in this work.

Our models do not produce much radiation beyond
∼ 1022 Hz. This may be a consequence of our assump-
tion of thermal electron distributions everywhere (in
contrast with ion distributions in kinetic shearing box
simulations, e.g. Kunz et al. 2016, and electron distri-

butions in high-magnetization reconnection simulations,
e.g. Sironi & Spitkovsky 2014). M87 is a powerful emit-
ter of TeV photons (e.g. Aharonian et al. 2006). The
high-energy emission that we observe, however, may

need to originate in highly relativistic outflows (i.e. in
the jet) to circumvent the opacity to pair production
(Begelman et al. 2008). TeV observations cannot sepa-

rate the inner region of the accretion flow with jet knots,
most notably HST-1. Identifying the origin of TeV pho-
tons in M87 is an important future direction.

Bremsstrahlung emission is not considered in our

model; it is subdominant to synchrotron emission near
the black hole. At larger radii, however, it may be a
significant source of X-ray emission. Exploring a very

large dynamic range in radius (and therefore time) is
challenging for simulations; modeling emission from the
entire region subtended by the resolution of X-ray ob-

servations is consequently difficult.

5.1.1. Equilibration

Axisymmetry limits the duration of our simulations.
We are therefore not able to achieve inflow equilibrium
at all radii for which radiation is (thermo)dynamically
important; the disk structure may tend toward smaller
scale heights and ion and electron temperatures at these
radii. While such a change would leave 230 GHz emis-
sion and images largely unchanged, it could sap energy

from the spectrum throughout the region dominated by
Compton upscattering.

5.1.2. Electron heating

The electron temperature is simultaneously perhaps
the most important and most uncertain component of

our simulations. While Ressler et al. (2015) represents

a significant advance from ad hoc models, it is vulnera-
ble to numerical challenges in accurately capturing grid-
scale dissipation, and uncertainties in the underlying ki-
netic physics itself.

Ressler et al. (2017) provide a discussion of difficulties
in measuring dissipation due to truncation error. For
one, dissipation can be either positive or negative (total
energy-conserving schemes locally obey the second law
of thermodynamics only to truncation error). At least
for uniform low Mach number turbulence, such as gen-
erally obtained near the midplane in MRI-driven RIAF
simulations, dissipation acts as heating on average. In
the presence of large entropy gradients, however, dissi-
pation can have a net cooling effect. The funnel wall is
such a configuration, and our funnel wall electrons may
be artificially cool. This has potential consequences for
the low-frequency radio slope; artificial electron cooling

will suppress low-frequency emission.
We employ the state-of-the-art electron heating frac-

tion model of Howes (2010). For this model, Howes

(2011) found agreement within experimental uncer-
tainty with the electron-ion temperature ratio in the
solar wind, probably the best accessible analog of RI-

AFs. However, uncertainties are non-negligible, and the
data do not cover the entire range of plasma β present
in our simulations. Our understanding of microscale
electron heating is incomplete (e.g. Rowan et al. 2017),

and new results (as well as nonthermal electron distri-
butions) may substantially change the results of global
simulations (e.g. Chael et al. 2018).

5.2. Net Magnetic Flux

M87 sources a powerful relativistic jet, and such jets
may be associated with black holes accreting at the
MAD limit (Narayan et al. 2003, Tchekhovskoy et al.

2011, McKinney et al. 2012). In MADs, strong vertical
magnetic fields qualitatively change the accretion flow.
The interchange instabilities, which govern angular mo-
mentum transport in this case, are probably inaccessi-
ble to axisymmetric fluid models, such as we study here,
and hence we avoid consideration of MADs. Nonethe-
less, this is a viable model for the M87 accretion flow.

The ∼ 100% efficiencies in the electromagnetic jet lumi-
nosity would, all else being equal, bring our measured
PJ in line with inferred values, as our current jet efficien-
cies are ∼ 0.02% and ∼ 2% for the low- and high-spin
models, respectively.

In our simulations the dimensionless net magnetic flux
through the black hole φ ∼ 4 − 7, whereas for MADs
φ ∼ 50 (Tchekhovskoy et al. 2012). The funnels in our
models have relatively narrow opening angles compared
to MAD simulations (e.g. Tchekhovskoy et al. 2011).
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The consequences of a wider jet in our model, especially
for coronal electron temperatures, is uncertain (although
see Ressler et al. 2017 for a semi-MAD calculation with
electron heating).

Whether MAD models with self-consistent radiative
cooling are a viable alternative for M87 is an interest-
ing question we plan to explore in future work. Along
with spectra, MADs may exhibit quite different vari-
ability and polarization (e.g. Gold et al. 2017). We cau-
tion, however, that the greater magnetization in MADs
presents steeper numerical challenges to conservative
GRMHD schemes, particularly when evaluating fluid
temperatures. This problem is compounded when using
the Ressler et al. (2015) method for electron heating.
Improvements to existing numerical GRMHD methods
may be required to pursue this question with satisfac-
tory accuracy.

5.3. Variability

Our axisymmetric model has limited duration and

probably overestimates variability. Additionally, nonax-
isymmetric fluctuations may imprint characteristic fre-
quencies onto light curves, e.g. Dolence et al. (2012) and

Shcherbakov & McKinney (2013). Hence, we leave the
study of variability to future work. Studies of variability
in 3D GRRMHD simulations of M87, and RIAFs sub-
ject to cooling more generally, are a promising future

direction for constraining accretion flows.
After compiling separate observed spectra for M87 in

quiescent and active states, Prieto et al. (2016) argue

that the spectral shape seems independent of state; the
entire spectrum simply shifts up or down. Given that
the accretion rates we study already show the effects of
radiative cooling, increasing ṁ to match the active state

of that in Prieto et al. (2016), assuming an increase in
accretion rate in the source is responsible for the out-
burst, would presumably serve to increase radiative cool-
ing. Cooling tends to alter spectral shape; for example,
when distinct Compton bumps are present, their sepa-
ration is ∼ A, the amplification factor. Requiring that a

single model recovers both quiescent and active spectra
could act as a powerful discriminant in the future.

6. CONCLUSION

We have presented two-temperature GRRMHD mod-
els of the inner accretion flow of M87. Along the
way, we considered the interplay of dissipative heating,
Coulomb coupling, and radiative cooling in RIAFs at
Ṁ/ṀEdd ∼ 10−5. We found that Compton y param-
eters ∼ 1 for these models, consistent with previous
estimates. We find that Coulomb heating dominates
dissipative heating for electrons for r & 10rG. We have

demonstrated that radiative cooling is important for the
inner region of the M87 accretion flow in our model.

For black hole masses bracketing the observationally
preferred values and high and low black hole spins, we
have derived synthetic observations of spectra and 230
GHz images. Acknowledging uncertainties in our chosen
net magnetic field and electron heating model, we ex-
clude a low black hole mass, M/M� = 3.3×109, through
radio image sizes, and the low-mass, low-spin model
through overproduction of X-rays. M/M� = 6.2 × 109

simulations satisfy radio/IR/X-ray emission and image
size. However, jet power is always a factor 102 − 103

lower than previously inferred values. This is proba-
bly a consequence of the absence of a strong large-scale
poloidal field in our initial conditions.

Our model is axisymmetric, which not only limits our
time integration window but also renders variability in-

formation unreliable. Similar modeling in three spatial
dimensions is a critical future direction, albeit much
more expensive, especially given our procedure for de-

termining the optimal accretion rate through a series of
simulations.
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Software: ebhlight Ryan et al. (2017), bhlight

Ryan et al. (2015)
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Böhringer, H., Belsole, E., Kennea, J., et al. 2001, A&A,

365, L181

Bower, G. C., Goss, W. M., Falcke, H., Backer, D. C., &

Lithwick, Y. 2006, ApJL, 648, L127

Chael, A. A., Narayan, R., & Saḑowski, A. 2017, MNRAS,
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